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This talk may have been written by Al

with non-zero probability

It will be delivered by human
with probability 1



THE NOBEL PRIZE

Academic recognition

* 2018 Turing Award (~Nobel Prize in Computing)
* 2024 Nobel Prize in Physics — foundations of Al

2024 Nobel Prize in Chemistry — AlphaFold,
protein folding

e 2025 Turing Award (~Nobel Prize in Computing)

Yoshua Bengio Geoffrey Hinton Yann LeCun

Turing Awards 2018
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UNTILA
DEEPER MODEL
CAMEALONG

2012

(Research, Vision)
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&« CcC O @ chat.openai.com/chat 2 w % 0O Q H
</) Online C++ Compiler ﬁ Managing HDR stu... ‘{ Trailblazer Battery... »
Phu nir Viét Nam. +
g Em hay [dm mét bai thd ca nggi phdm chat ngudi phu nit Viét
Nam theo giong Té Hiru.
Nang phu nlr Viét Nam, tam hon that cao thugng
Ngudi me hién, nguai vg yéu, déng bao thién ac
Gir gin truyén théng, van hoa dac trung
Hoa héng Viét Nam, séc son sc dé ruc r8.
Mot phu nir Viét Nam, nhu giong song uén lugn
Nudc chay dén dau, nang di theo dén do
Khéng IUi budce, khéng déi chd, chi can tinh yéu dong day
Lam ngudi me, lam ngudi vg, cing ddng bao yéu thuong.
N 2
Tinh yéu chan thanh, sic manh v6 hinh
J S
ChatGPT Feb 13 Version. Free Research Preview. Our goal is to make Al systems more natural

2022

(Product, NLP, RL)

Al moments




The 1 OO years Of making . AGlI = Artificial General Intelligence

Boltzmann machines Nobzzle;rlze
1980s-2010s
)
Deep learning explosion
. Deep Belief Network
IS|n$9n21§del Hopfield network 2006 Transformer <> Hopfield network AGI?
1982 2020
Perceptron Backprop AlexNet Transformer ChatGPT
1943 1986 2012 2017 2022
) E——
Markov networks Scaling
1970s-2000s @

Model size (hnumber of parameters)
.
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A tipping point: Foundation models

* A foundation modelis
a model trained at
broad scale that can
adapted to a wide
range of downstream
tasks

* Scale and the ability to
perform tasks beyond
training
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Recent milestones in Al (2024-
2025): Reasoning models

* ChatGPT 03/GPT-4.5
* DeepSeek R1/R2

e Kimi Al

* Gemini 2.0

* Grok3

* Claude Sonnet 4.7

SUBSCRIBE SIGN IN

Understanding China

, Podcast | Building Influence
News & analysis

\ EXCLUSIVE ‘ CHINA

China Tells Its Al

Leaders to Avoid U.S.

Travel Over Security
Concerns

Beijing increasingly views cutting-edge
technology through national-security lens,
putting executives on tighter leash

By Yoko Kubota | Follow

Updated March 1, 202512:01 am ET
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A mix of capabilities

Predictive Al: Pattern
recognition, out-of-
distribution detection,
prediction.

Agentic Al: Coordinating in
TEAMS to achieve a goal by
themselves.

8/03/2025

Generative Al: Generating
new designs to meet
performance criteria.

Optimization: Refining the
generated designs to
optimise the performance.

10



2020 onward: The landscape Is shifting, rapidly!

O ee—)

PRE-2020 2020 2022
Basic copy writin Longer form
TEXT ! i - -
First drafts Second drafts
Longer form
CODE Multi-line generation
Better accuracy
o Mock-ups (product
IMAGES Logos design, architecture,
Photography el
NEBED Y F B /first draft
irst attempts at asic/firstdra
3D / 3D/video models videos and 3D files SSS s
GAMING
Large model availability: . First attempts Almostthere . Ready for prime time
8/03/2025 11

Source: Sequoia



GENIUS VS Al (SEP/2023)

¢
sl

Average Terence Tao William James GPT-4 Gemini
human Sidis Estimates only
IQ percentile 50t >99.9th >99.9th >99.9th >99.9th
Languages 2 2 25+ 90+ 200+
Books read 700 700+ 700+ 4,000,000+ 40,000,000+
Working memory 7 words 9+ words 9+ words 24,000 words 150,000 words
Long-term memory 747TB 74TB 74TB 40TB 2.8PB
SAT score 1050 (50t “1460 (97'") - 1410 (94')

Sources: Working memory extrapolated from Miler, 1956, and Cowan, 2000, 5 i Y 3922 Long-term memory extrapolated from Stanford, 2010, https://pubmed.ncbinim.nih gov/21092855/, Alan D. Thompson. September 2023,

& «LifeArchitect.ai/IQ-testing-Al




LARGE LANGUAGE MODELS + GPQA (FEB/2025)

3.5 Sonnet

85" GPT-4 Turbo
:' 59.4% = 67.2%

Claude 3 Opus
50.4% =» 59.5%

Llama 2 Gemini 1 Ultra

70B (1.47) <h| Gemini 1.5 Pro
26.26% | _ 41.5% => 46.2%

o03-mini
77.0%

Yi-XLarge
72B (3T) SenseNova 5 >48.29§

37.9% 600B (10T)
42.93%

Llama 3 Llama 3
O 70B (15T) 405B
Qﬂ 39.5% >48%

Human avg Chance PhD (general) PhD (domain expert)
=0-1%"* 25% 34% 65%
GPQA=10% GPQA=20% GPQA=30% GPQA=40% GPQA=50% GPQA=60% GPQA=70%
Q=120 Pgy g IQ=126 Pgs g 1Q=132 Pyg 5 Q=138 Pyg 4 Q=144 Pgq g 1Q=150 Pgg o5 1Q=156 Pgg o9

Model sizes near to scale. * Estimates based on independent analysis. Selected highlights only. 1Q correlation estimates only: https://lifearchitect.ai/visualising-brightness/ PhD/1Q correlation: https://www.religiournal.com/pdf/ijirr 10001.pdf All models: https://lifearchitect.ai/models-ta

Grok-3
75.4% = 84.6%

Model name
Params (Tokens)
GPQA score %

&> Parameters

. Al lab/group
2] .

GPQA=80%
1Q=162 Pgg gog

ble/ Alan D. Thompson, 2025.

¢ LifeArchitect.ai/ig-testing-ai




System description

OpenAl ol

Gemini thinking

AG1 DDAR (Trinh et al., 2024)

AG2 DDAR

TongGeometry DD (Zhang et al., 2024)
Average bronze medalist

Wu with AG1 DDAR (Sinha et al., 2024)

Wiu ; 1nna et d L

TongGeometry w/o value (Zhang et al., 2024)
AG2 with AG1 setup

0
0
14
16

Table 4 | Evaluation on IMO-AG-50 benchmark. IMO-AG-50 contains all IMO 2000-2024 geometry
problems, while IMO-AG-30 introduced in (Trinh et al., 2024) contains only a subset formalizable in

terms of the AG1 language.
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Faillure modes

* Exploit short-cuts in token co-
occurrence

e =>Candowellonin-
distribution, but will fail on out-
of-distribution, novel
combinations

e => Fgil on non-shallow
reasoning

8/03/2025
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“Al Is going to reorganize the world.”

“Al technologies are the most powerful tools in generations
for expanding knowledge, increasing prosperity, and
enriching the human experience.”

“Al technologies will be a source of enormous power for
the companies and countries that harness them.”

8/03/2025 18
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Al: A full picture

8/03/2025
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Three kinds of Al

* Cognitive automation: encoding human
abstractions =2 automate tasks normally
performed by humans.

* Cognitive assistance: Al helps us make
sense of the world (perceive, think,
understand).

* Cognitive autonomy: Artificial minds
thrive independently of us, exist for their
own sake.

8/03/2025

Francois Chollet

20



The Setter 30

Rank Issuer Business Activity

1. SpaceX Aerospace Transport Systems

2. Anduril Defense Tech

3. Stripe Payment Platform

4. Databricks Data Analytics Platform

9. Anthropic Al Safety and Research Company

6. OpenAl Al Research and Deployment Company
f xAl Al Solutions and Services Company

8. Klarna E-Commerce Financing

9. ByteDance Social Media Platform

10. igure Al Al Robotics Company

11. CoreWeave Al Cloud Infrastructure and Computing
12. Perplexity Al Search Engine

13. Neuralink Neuroprosthetics Development

14. Epic Games Game Development

15. Kraken Cryptocurrency Exchange and Services
16. Canva Online Graphic Design Platform

17. Groq Al and Computer Hardware

18. Wiz Cloud Security Platform

19. Figma Collaborative Visual Design Tool

20.
21.
22.
23.
24,
25.
26.
27.
28.
29,
30.

Discord
Scale Al
Revolut
Deel

Chime
Arctic Wolf

Rippling
Ramp
Ripple
Vercel

Snyk

15.49

157.0

50.0

6.7

300.0

2.6

19.0

9.0

33

315

4.3

40.0

2.8

12.0

10.0

Online Social Platform

Al Training and Data Annotation Platform
Money Transfer Platform

Online Payroll Platform

Online Banking Services Platform

Risk Management Cybersecurity Platform
Human Resource Management Platform
Corporate Spending and Expense Management
Digital Payment Network and Protocol
Frontend Cloud Platform

Developer Security Platform

-1
+1
+1

-2

+12
+2
i B

15.0
13.8
45.0
12.1
25.0
4.3
13.5
7.7
15.0
3.3
7.4

NEW
NEW
NEW

s VC moneyis onAl!



The economic potential of GenAl (trillion $)

17.1-25.6

13.6-22.1

~15-40%
incremental
economic impact

< ~35-70%
incremental
economic impact

Advanced analytics, New generative Total use All worker productivity Total Al

traditional machine Al use cases case-driven enabled by generative economic

learning, and deep potential Al, including in use potential
learning’ cases

8/03/2025 22



Select Generative Al Use
Cases by Industry
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Al ON THE RISE

The share of research
papers with titles or
abstracts that mention Al
or machine-learning terms
has risen to around 8%,
analysis of the Scopus
database suggests.

== Computer science

== Physical sciences
Life sciences

- Social sciences

= Health and medicine

= Total

25% SO E RIS E IS PSS ESIEEEIIE PSS EESEESINEISERISITESEISISESEEISE RIS ERISEIIEANESSSESINEIIIR SISO S TN
Proportion
of articles

T
2013

1
2023
onature



McKinsey
& Company

Strategy & Corporate Finance Practice

How Al is transtorming
strategy development

Artificial intelligence is set to revolutionize strategy activities. But as Al
adoption spreads, strategists will need proprietary data, creativity, and new
skills to develop unique options.

This article is a collaborative effort by Alexander D'Amico, Bruce Defteil, and Eric Hazan, with Andrea Tricoli
and Antoine Montard, representing views from McKinsey's Strategy & Corporate Finance Practice.
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Weekly edition  The world inbrief ~ War in the Middle East = Warin Ukraine  United States  The wi
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Business | Change management

Elon Musk spells danger for Accenture,
McKinsey and their rivals

Why the American government could turn against consultants
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Industry functions affected by Al

Predictive

maintenance Quality control Digital twins

Improving design
Process mining - customer
feedback loop

Human-machine

teaming

Forecasting

8/03/2025

Customization

AR/VR-based
training

25



Current trend: “No-code” Startups

Tabular Data

obvieusly.ai
@ Google Cloud
AutoML Tables

o3 Akkio
intersect labs

DataRobot

M\ MYDATAMODELS

NLP Computer Vision
e MonkeyLearn RUNWAYML lobe s
Google Cloud Teachable N
@ Natural Language API Machine I¥ Nonones
NLP & Computer Vision
L Levity = clarifai
Google Cloud -
@ AutoML Sle-a.l

Created by L Levity

26



Al for Science

: I |

: : L4t paradigm:

I &' I~ (Big)data o

i 45 8 3 paradigm: W driven science The 5 paradigm

' : & Computational : -

"1 2" paradigm: science ( / O -

: Model-based i ﬁ (simulations) i A5 l” - *‘ ,_ '®) (2020 prese nt)
1*paradigm: || theoretical | ., e | SEOLOLD Advanced deep learning
Empirical , Sscience 1 L9 r ’ . . .
science . ! W Te | !C © Massive data simulation

: AU - Q_ W | ® .- “ : | Predictive analytics | Powerful Foundatlon
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1600 1950 2000
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Care must be in place!

I Out-of-distribution —
novel cases

a Copyright, privacy, IP

® Unbounded, self-
; copied, mis-aligned

agents

8/03/2025

Hallucination, the result
of probabilistic step-
wise generation.

Adversarial attacks,
Trojan

=

Misuses (e.g. deep fake,
misinformation, toxic
materials, viruses)

Unsafe code generation

29



D

Social and ethical
concerns

* Job loss + New job creation 2
Retraining

* Changing interaction behaviours,

causing digital addiction. N (ad ™
Scandal of Timnit Gebru, 12/2020

Biased Al makes decision on
recruitment, welfare 2 Who is

monitoring Al and bearing legal e Increasing inequality because a few

consequences? will control the core techs.

* Violation of privacy * Digital slavery

Deepfake & adversarial attacks S ,
* Automatic killing machines.

8/03/2025 30
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— Software Development Job Postings on Indeed in the United States

Sahil Lavingia & @shl-33n
If you’re a senior software engineer,

Devin + Claude 3.7 Sonnet is a legit team
of mid-level software engineers

03 vs top active competitors

------------------------------- are engineer,

onnetis a legit
e engineers
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< @uma
Most of what doctors do today can be done by the Al we currently
have available

Discussion

I'm currently finishing medical school, | began studying before Al -
doctor (compared to a lot of other jobs) is about Nemsi

that is a lot easier to A Cl’nlcal e
nurses/other caretake AI 5)/St
ems

Physical exams canb  p
Franay Rajpy
e Y PUTKar @ 1 .

surgeons are gonna
discussing the patier ~ Affiliations g Notes
contrary | think the job is interesu.., - Article Info \
doctors the wages they earn when a PA or NP with an Al can ue ...
human attending.

Drug interactions are also easy for an Al to understand.
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Three Hs

 Helpful: Solve user’s problems
* Honest: Give factual answers + Admit uncertainty
* Harmless: This is self-explanatory. Isn’t it? No — not that easy!

8/03/2025
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Responsible Al development

Data Documentation Estimating Impact
Data Governance Efficient Use of Resources

Data

Environmental
Documentation

Impact

B mmma Model Training Model Evaluation Model Release

Pretraining Analysis /@ Pretraining P | capabilities _ L [ Model Documentation

Finetuning '/\ Exploration w Finetuning ‘\ Risks & Harms Q License Selection
Cleaning Efficiency E Reproducibility
Filtering Usage Monitoring
Deduplication

Decontamination
Auditing

Longpre, Shayne, et al. "The responsible foundation model development cheatsheet: A review of
tools & resources." arXiv preprint arXiv:2406.16746 (2024).



Risk scenarios

o9 a4

H<©® é
Al will cause a Human will collectively
chain of reaction, find a way to benefit
uncertainty and from it, just like other
chaos. techs. We are doing OK

with nuclear energy!

8/03/2025




We are unprepared!

Automation deals with means to achieve
objectives.

Al deals with ends by establishing its own
2018 objectives.

Al-enabled systems [...] can store and distill a
huge amount of existing information --
beyond human capacity.

Al enables new kind of knowledge progress
— no more step-by-step testable and
teachable.

New mode of human-machine interaction.

37

Henry Kissinger, 2023



Gradual Disempowerment

Systemic Existential Risks from Incremental

Al Development

Jan Kulveit , Ra ymond Douglas " Nora Ammann,
Deger Turan, David Krueger, David Duvenaud ¥
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The tech forecast
dimensions

* Mega-trends
* Drivers
* Competition heated

e Continuation of current
works/paths

* Expansion to new areas
* Human-Level Al, AGI
* Risks

40



The 1 OO years Of making . AGlI = Artificial General Intelligence

Boltzmann machines Nobzt;le;rize
1980s-2010s
)
Deep learning explosion
. Deep Belief Network

Ising model Hopfield network 2006 Transformer <> Hopfield network AGI?

1925 1982 2020

Perceptron BaCkprOp AlexNet Transformer ChatGPT
1943 1986 2012 2017 2022
) E——
Markov networks Scaling
1970s-2000s @

Model size (hnumber of parameters)
I

100 10" 102 103 104 10° 108 107 108 10° 1010 10" 10'2 107 10"
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The S-curve for
“mini-trends”

High Performers Jump S-Curves

Third industry-leading business

First industry-leading business

Time

A MEMSQL

* There are “mini-trends” in Al, each 10-15 years, following a S-curve.
* [tis very slow at first 2 grows exponentially = linear period = then

slowly dies out = new trend emerging

* There will be a counter-force for any force. It is just with some delay.
* The rate of change is proportional to what is there, times what is not

yet there.



The Law of Accelerating Returns

* The entire history of human’s invention:
Tool that produces tools

* For past 50 years: Software that writes
software

* Basis for the prediction of Singularity in
2045 by Ray Kurzweill




Capability

What are the attractors of Al
trajectories?

Time

Technical dimensions:

Scaling [up/out]

Reasoning

Allgn ment Present

Possible Al Development Trajectories and Attractors

Claude Al responds to the prompt: Draw a picture illustrating possible
attractors of the Al trajectories




Key drivers to shape future Al

Research breakthroughs

Engineering breakthroughs: Hardware + data
+ scalability + ecosystems + democratization

of tools.

Societal drivers (business, health, education,

accelerating science)

e COVID = health demand,
online/digital/contactless solutions, logistic
automation

New business opportunities = Investments

Cybersecurity

Law/regulation

Societal Drivers

Reduce Cost of
Healthcare

A 20-Year Al Research Roadn

Technical Areas

Integrated
Intelligence

Meaningful
Interaction

Self-Aware
learning

Interim report, AAAI Townhall, 27 January 2

01

9



Continuation in 2025

* Plateau in large model improvements.

* Emergence of Al agents with practical interfaces.

* Rise of collaborative Al systems under human
oversight to tackle complex problems.

* Rethinking human-Al teaming, on collective
Intelligence, risk assessment.

* Increased focus on Al in education.
* Emphasis on defining real-world Al benefits.

* Growth in sophisticated scams, e.g., audio
deepfakes.

* Anticipated reductionin U.S. regulation.

Al Agents: The Main Character of 2025

FF ORIGINAL

The Year of the Agent

Al Agents: Transforming Work and Life

@

@kimmonismus FORWARD

When you think about where Al is headed then, get rid of the clichés. Don’t think
about Terminators and superintelligences; but equally, don’t think about basic
chatbots or static interfaces. Instead, imagine an entity that helps you
navigate the complexities of modern life, acts as your representative, your
advisor and counselor, who lives life alongside you, helping you carry out
tasks on your computer and eventually out in the world. A companion that
sees what you see online and hears what you hear, personalized to you.
Imagine that overload you carry quietly, subtly diminishing. Imagine clarity.

Imagine calm.

Mustafa Suleyman, CEO of Microsoft Al, Times



Continuation

Societal Drivers Technical Areas

* Enabling techs: Data, compute,
network, RL “‘*ﬂ;‘;ﬁ r(\:(?asrteof
igenc
* Improve LRMs fundamentals: |nte|lgegf |
. . _ ingru
Representation, learning & e

reasoning _Opportil_— Self-Aware
Science

* Pushing LRMs applications
* Cognitive domains (vision, NLP)
* [n data-rich & data-poor domains
* Otherdrivers

A 20-Year Al Research Roadmap for the US Interim report, AAAI Townhall, 27 January 2019

8/03/2025 47



Continuation

GPT-5 capabilities

* More factual, less
hallucination

* More reasoning and planning
(even approximate retrieval!)

* Multimodality

* Recursive self-improvement
* Multiagent systems

* More regulations

* GenAl will be at the core of big
tech’s products and services

48



Continuation of landscape shifting of Al

Algorithm (Talk to Data (Talk to model) Prompt (Talk to Al) Manage (Co-live with
computer) « 2013: Accelerationist « 2023: Safety/Ethicist Al)?
® 2003: Sceptic e 2033: Existentialist?

2000s 2010s 2020s 2030s

8/03/2025 49



Expansion: Capabilities

Capabilities

h s 2 I;\:
— -
¥ [ \?
N b
Language Vision Robotics Reasoning Interaction Philosophy
Image credits/References:
R. Bommasani et al., "On the opportunities and risks of foundation models", arxiv (2021) (CLIP) A. Radford et al., "Learning transferable visual models from natural language supervision", ICML (2021)
(ImageNet) O. Russakovsky et al., "Imagenet large scale visual recognition challenge”, JCV (2015) D. Silver et al., "Mastering the game of Go with deep neural networks and tree search", Nature (2016)

8/03/2025 Slide credit: Samuel Albanie, 2022 50



Expansion: Augmented LLMs, aka Agentic Al

* Reasoning in LLMs = decomposing a complex task into a
sequence of smaller tasks so that LLMs can solve.

 E.g., Ask LLMs to follow examples (chain-of-thought), few-shot or in-
context.

* Tool = External module called by a special token or arule. Its
outputis used by LLMs. (LLM is a glue language)

* Act = Calling a tool.

8/03/2025 51



Perception

8/03/2025

Expansion: Going social

Theory of mind

Recursive reasoning

- Fast

- Implicit/automatic
- Pattern recognition
- Multiple

Memory

=
\

Facts

Semantics

Events and relations
Working space

Single

System 2:

Analytical

- Slow
- Deliberate/rational
- Careful analysis

- Single, sequential
\ y,

52



Fully autonomous recursive self improvement

David Shapiro 12 hours ago
What year do you think we'll get fully autonomous recursive self improvement (FARSI) for Al?

1.5K votes

2025
2026
2027

2028

543 O 2 5 30




The 5 Levels of Al

(OpenAl Classification System)

Level 5: Al that can perform the
work of an entire organisation

Y= Level 4: Al that can aid in
v . ) :
4 invention and discovery

INHOVATORS

Level 3: Systems that can take
actions on behalf of users

Level 2: Al with human-level
problem-solving abilities

Level 1: Al with conversational
language capabilities

CHATROTS
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US & WORLD TECH

China is about to overtake America in Al research

China will publish more of the most-cited 50 percent of papers than America for the first time this yeai

The Verge

China Is Starting To Edge Out The US In Al Investment

Intelligent Machines February 12,2019 f A CBINSIGHTS
China may overtake ne BRAINPOWER

In Al, everyone  USWiththebestAl Europe—not the US or China—

researchinjust two .
. _ publishes the most Al research
fears of missing M papers arts
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The global race is on

Number of notable machine learning models by Number of foundation models by geographic area,
geographic area, 2023 2023
Source: Epoch, 2023 | Chart: 2024 Al Index report Source: Bommasani et al., 2023 | Chart: 2024 Al Index report
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The rise of China
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Artificial Analysis Intelligence Index

US & China: Frontier Language Model Intelligence, Over Time'

Artificial Analysis Intelligence Index: MMLU, GPQA Diamond, MATH-500, HumanEval. Top 5 Labs by Market Share.
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It takes time and $$$$
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Modern Al is costly! The case of ChatGPT

* ~10K GPU, ~285K CPU

* Data collection: 500G tokens, may take a year or more.
* An average person may need 18K years to read all these tokens.

* Training time: 3-12 months
* API (as of 1/3/2023): $1 ~ 350K tokens.

* Every day, ChatGPT costs the company @ 10M users * 4¢c =
$400,000.

* Every month, ChatGPT costs OpenAl $12M

8/03/2025
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What is in the store for VN?

Remember, no one is waiting!

There is a fear of missing out everywhere.



It is best determined by

| by OHLY THE
Vietnamese people living in PARANOID
VN.

SURDIUE

HOW TO EXPLOIT THE CRISIS
POINTS THAT CHALLENGE

INCLUDES A NEW CHAPTER ON THE IMPACT OF
STRATEGIC INFLECTION POINTS ON YOUR CAREER
MAN OF THE

But some thinking
frameworks can be useful.

8/03/2025
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“I...] the dynamics of the game will evolve. In the long run, the right way of playing
footballis to position yourself intelligently and to wait for the ball to come to you” (Neil
Lawrence, 7/2015)

How to position yourself in a fast ball game

8/03/2025 64



Thinking framework

e What can Al offer now and in the future?
* - Living in the future mindset

* - Having an Al mindset
* Have a mission of making impact using Al

* Position ourselves in the global ecosystem & global/local value
chain

* Have an experimentation and fail-fast mindset

8/03/2025
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Al’s technical success formula

DATA KNOWLEDGE COMPUTE SCALABLE TALENT
ALGORITHMS



Questions to ask

* What processes can we automate?

* What if we have a powerful agent
that can do X?

e What are new values to be created?

* What are the opportunities to
transform?

* How can we change ourselves
Internally?

% of existing jobs at potential risk of automation

or
50% Transport
Financial services
40% | eomm— All sectors
Health
30% -
20% =
10% -
0% L] T ]
Wave 1 Wave 2 Wave 3
(to early 2020s) (to late 2020s) (to mid-2030s)

Source: PwC estimates based on OECD PIAAC data (median values for 29 countries)

8/03/2025 Inspired by: https://www.ericsson.com/en/blog/2019/6/ai-in-telecom 67



Implementers: What /how can I do?

Action Areas Al Capabilities

8/03/2025
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. " A Rational Plan for Rational 19-2029"
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Nguyen Khac
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October 8, 2018

* “This plan should have been

written by AI” ot eoagiea
.Any nation must prepare for Al [ ote pian shouid he RRIRERRE N . |
invasion as it will create social

instability if not properly 1 Background and aims 2
managed” s a genexal purpose technology (GPT) which wil tr

ﬁdectddty did. Although the m
socio-economical chm can be e:

sform humanity like steam engine
Al -hm linear and steady, the

* “Major Internet tech players will . The architect of the Cold

lead the innovation”.

8/03/2025



Predictions: 201 8-
~R‘ 2028

* Major Internet tech players will lead the innovation, followed by
full-scale business automation.

* The US will still lead methodological development.

* China will lead implementation. Aimed to surpass USA by
2030.
* VN will “feel” the Al generated heat from China.
* Chipsets, consumer products & services

 Al-enabled administration.

* The EU lacks behind - complex structure & obsessed with
regulation.

* Largest tech companies 2 Al-first companies.

* Armed race in Defense technologies.

8/03/2025 70




Reality:
2018-2025

8/03/2025

COVID-19 pandemic

e Coordinated effort = Vaccines
e Work from home
e Economy aftershocks

Russia-Ukraine War

Shifting in world’s power: BRICS

Generative - Agentic Al, 2021-2025

e Tipping point: ChatGPT 12/2022.

71




“Al might cause wealth
concentration into the few
who own the best
technology.”

Reality:

of power

Kissinger: The concentration
of power and control in the
hands of those who govern

Al will be a significant
concern.

8/03/2025 72



Sometimes, it needs to be a bit ambitious and romantic
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2.1 Creating a wealth of 50% GDP with 100K top AI engineers

AT are 100-1000X technologies. If Vietnamese Al engineers are as effective as Google’s”, each
person can create approximately a $1.25M USD a year. With 100K top quality engineers—ie
can _:[11'(11{6-3 $125B USD a ye'arﬁ roughly 50% of VN GDP in 2017._Th: Jev eloping
but it paints the picture of how the economy w \ad tech
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. Actionable items 1

Table 2 - svuacting 1K international talents

e Build computational infrastructure e Training 10K local talents

e Build national AI products program e Develop curriculum for Al in school

e Bring US-based startups home (e.g. e Create incentives to promote local “Al
Gotlt!) champions”

e Attracting big players to create R&D e Create three large Al Institutes in the
labs in VN three AI hubs (Hanoi, Da Nang,

HCMC)




Talent iInvestment

* Al engineering requires new, rare talent.
* How many of current Vietnamese IT engineers will be Al engineers?

* Look for global recruitment and work from distance? Like those in China,
India, Singapore, even the US?

* What is average revenue generated by an Al engineer per year?
(Hint: Google engineer created ~ $1.2M/year).

* Do we expect the products/services to be offered globally?

* What salary will you be willing to pay? (Hint: It can be as high as
$60K/year in VN, $300K/year in the US).

8/03/2025 76



Al foundations (Appendix A.2) Al products (Appendix A.3)

e Cognitive architectures e Al for public service
e Computer vision and robotics e Al for defense and law-enforcement
e Natural language processing (NLP), e Al for health

especially to remove language barriers ‘ _
e Al for education
e Accessing and reasoning with world A -
® o agriculture

knowledge for agriculture

. : e Al for touris:
e Al for the edge — Al on mobile and Al for tourism

yw-powered sensors ~ e L
low-powered sensor e Al for transportation




U'6c lwong sé ca tlr vong do Covid-19, TP HCM

Al for Covid-19 forecast, 2021, HCM City
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THU TUONG CHINH PHU CONG HOA XA HQI CHU NGHIA VIET NAM
Doc lap - Tw do - Hanh phic

S6: /QDb-TTg Ha Néi, ngay  thang  nam 2020

QUYET DPINH
Vé viée phé duyét Chién lwge Tri tué nhin tao Qube gia
dén nam 2030

THU TUONG CHINH PHU

Cdn cir Ludt 16 chire Chinh phii ngay 19 thang 6 nam 2015;
Can cir Luat cong nghé cao ngay 13 thang |1 nam 2008,
Xét dé nghi ciia Bé trucmng Bo Khoa hoc va Cong nghé,

QUYET PINH:
?@)ié}n L 8 Phérduyét Chién luge Tri tué nhén tao Quéc gia dén nam 2030 (sau
day viét tat 1a Chién lugc) voi cde ndi dung chii yéu sau:
1. QUAN DIEM CHI PAO
I. Thic ddy va phat trién Tri tué nhén tao (TTNT) tré thanh mét céng nghé

A
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Big mvestments (gov NVIDIA Google,
VinGroup, FPT, Viettel, VNPT, etc.)
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