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This talk may have been written by AI
with non-zero probability

It will be delivered by human
with probability 1

.



Academic recognition
• 2018 Turing Award (~Nobel Prize in Computing)
• 2024 Nobel Prize in Physics – foundations of AI
• 2024 Nobel Prize in Chemistry – AlphaFold, 

protein folding
• 2025 Turing Award (~Nobel Prize in Computing)

Turing Awards 2018 Turing Awards 2025
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2012
(Research, Vision)

AI moments

2022
(Product, NLP, RL)

2016
(Demo, Game, CV, RL)

2025
(Product, NLP, RL)



The 100 years of making …
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Ising model 
1925

Backprop 
1986

Transformer 
2017

Transformer Hopfield network
2020

ChatGPT 
2022

AlexNet
2012

Deep Belief Network
2006

Nobel Prize 
2024

Markov networks 
1970s-2000s

Boltzmann machines 
1980s-2010s

Hopfield network
1982

Perceptron
1943

AGI = Artificial General Intelligence

AGI?
Deep learning explosion

Scaling

We 
are 

here!
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Picture taken from (Bommasani et al, 2021)

A tipping point: Foundation models

• A foundation model is
a model trained at
broad scale that can
adapted to a wide
range of downstream
tasks

• Scale and the ability to
perform tasks beyond
training

Slide credit: Samuel Albanie, 2022
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Recent milestones in AI (2024-
2025): Reasoning models

• ChatGPT o3/GPT-4.5
• DeepSeek R1/R2
• Kimi AI
• Gemini 2.0
• Grok3
• Claude Sonnet 4.7
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A mix of capabilities
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Predictive AI: Pattern 
recognition, out-of-
distribution detection, 
prediction.

Generative AI: Generating 
new designs to meet 
performance criteria.

Agentic AI: Coordinating in 
TEAMS to achieve a goal by 
themselves.

Optimization: Refining the 
generated designs to 
optimise the performance.



Source: Sequoia

2020 onward: The landscape is shifting, rapidly!
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2016

2012

13 years snapshot
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2021
2021





Failure modes

• Exploit short-cuts in token co-
occurrence

• => Can do well on in-
distribution, but will fail on out-
of-distribution, novel 
combinations

• => Fail on non-shallow 
reasoning
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AI is general purpose

Image source:  inc428/03/2025 17



“AI is going to reorganize the world.”

“AI technologies are the most powerful tools in generations 
for expanding knowledge, increasing prosperity, and 

enriching the human experience.”

“AI technologies will be a source of enormous power for 
the companies and countries that harness them.”

8/03/2025 18

Schmidt, Eric, et al. National Security Commission on Artificial Intelligence (AI) Final Report. 2021.



AI: A full picture
8/03/2025 19

Schmidt, Eric, et al. National 
Security Commission on 
Artificial Intelligence Report, 
2021.



Three kinds of AI

• Cognitive automation: encoding human 
abstractions  automate tasks normally 
performed by humans. 

• Cognitive assistance: AI helps us make 
sense of the world (perceive, think, 
understand). 

• Cognitive autonomy: Artificial minds 
thrive independently of us, exist for their 
own sake.

François Chollet
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VC money is on AI!

Source: The Humanoid Hub



Source: McKinsey Digital

The economic potential of GenAI (trillion $)
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AI “eats” everything

Source: Gartner8/03/2025 23





Industry functions affected by AI

Predictive 
maintenance Quality control Digital twins Customization

Human-machine 
teaming Process mining

Improving design 
- customer 

feedback loop

AR/VR-based 
training

Forecasting

8/03/2025 25



26

Current trend: “No-code” Startups
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Agrawal, A., & Choudhary, A. (2016). Perspective: Materials informatics and big data: Realization of the “fourth paradigm” of
science in materials science. Apl Materials, 4(5), 053208.

The 5th paradigm 
(2020-present)

• Advanced deep learning
• Massive data simulation
• Powerful Foundation 

Models

https://www.microsoft.com/en-us/research/blog/ai4science-to-empower-the-fifth-paradigm-of-scientific-discovery/

AI for Science
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Care must be in place!

Out-of-distribution –
novel cases

Hallucination, the result 
of probabilistic step-
wise generation.

Misuses (e.g. deep fake, 
misinformation, toxic 
materials, viruses)

Copyright, privacy, IP Adversarial attacks, 
Trojan

Unsafe code generation

Unbounded, self-
copied, mis-aligned 
agents
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Social and ethical 
concerns

• Job loss + New job creation 
Retraining

• Changing interaction behaviours, 
causing digital addiction.

• Biased AI makes decision on 
recruitment, welfare Who is 
monitoring AI and bearing legal 
consequences?

• Violation of privacy
• Deepfake & adversarial attacks

8/03/2025 30

• Increasing inequality because a few 
will control the core techs.

• Digital slavery.

• Automatic killing machines.

Source: TechCrunchScandal of Timnit Gebru, 12/2020 







Source: Pacific Standard & Iconfinder

(1835-1882)
Source: Wiki

Jevon paradox in action



Three Hs

• Helpful: Solve user’s problems
• Honest: Give factual answers + Admit uncertainty
• Harmless: This is self-explanatory. Isn’t it? No – not that easy!
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Askell, A., Bai, Y., Chen, A., Drain, D., Ganguli, D., Henighan, T., Jones, A., 
Joseph, N., Mann, B., DasSarma, N. and Elhage, N., 2021. A general language 
assistant as a laboratory for alignment. arXiv preprint arXiv:2112.00861.

Credit: Wang & Chen



Responsible AI development

Longpre, Shayne, et al. "The responsible foundation model development cheatsheet: A review of 
tools & resources." arXiv preprint arXiv:2406.16746 (2024).



Risk scenarios
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AI will cause a 
chain of reaction, 
uncertainty and 

chaos.

Human will collectively 
find a way to benefit 

from it, just like other 
techs. We are doing OK 

with nuclear energy!

Yann LeCun

Geoffrey Hinton



We are unprepared!

2018

Automation deals with means to achieve 
objectives.

AI deals with ends by establishing its own 
objectives.

2023

AI-enabled systems […] can store and distill a 
huge amount of existing information --
beyond human capacity.

AI enables new kind of knowledge progress 
– no more step-by-step testable and 
teachable.

New mode of human-machine interaction.

Henry Kissinger, 2023
8/03/2025 37
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The tech forecast 
dimensions

• Mega-trends
• Drivers
• Competition heated
• Continuation of current 

works/paths
• Expansion to new areas
• Human-Level AI, AGI
• Risks

8/03/20258/03/2025 40



The 100 years of making …
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1986

Transformer 
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Transformer Hopfield network
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We 
are 

here!
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The S-curve for 
“mini-trends”

• There are “mini-trends” in AI, each 10-15 years, following a S-curve.
• It is very slow at first  grows exponentially  linear period  then 

slowly dies out  new trend emerging
• There will be a counter-force for any force. It is just with some delay.
• The rate of change is proportional to what is there, times what is not 

yet there.



The Law of Accelerating Returns
• The entire history of human’s invention: 

Tool that produces tools
• For past 50 years: Software that writes 

software
• Basis for the prediction of Singularity in 

2045 by Ray Kurzweil



What are the attractors of AI 
trajectories?

Technical dimensions:

Scaling [up/out]

Reasoning

Alignment

Claude AI responds to the prompt: Draw a picture illustrating possible 
attractors of the AI trajectories



Key drivers to shape future AI
• Research breakthroughs

• Engineering breakthroughs: Hardware + data 
+ scalability + ecosystems + democratization 
of tools.

• Societal drivers (business, health, education, 
accelerating science)

• COVID  health demand, 
online/digital/contactless solutions, logistic 
automation

• New business opportunities  Investments 
$$

• Cybersecurity

• Law/regulation



Continuation in 2025

• Plateau in large model improvements.

• Emergence of AI agents with practical interfaces.

• Rise of collaborative AI systems under human 
oversight to tackle complex problems.

• Rethinking human-AI teaming, on collective 
intelligence, risk assessment.

• Increased focus on AI in education.

• Emphasis on defining real-world AI benefits.

• Growth in sophisticated scams, e.g., audio 
deepfakes.

• Anticipated reduction in U.S. regulation.

https://hai.stanford.edu/news/predictions-ai-2025-collaborative-agents-ai-skepticism-and-new-risks



Continuation

• Enabling techs: Data, compute, 
network, RL

• Improve LRMs fundamentals: 
Representation, learning & 
reasoning

• Pushing LRMs applications
• Cognitive domains (vision, NLP)
• In data-rich & data-poor domains
• Other drivers

8/03/2025 47



Continuation

• GPT-5 capabilities
• More factual, less 

hallucination
• More reasoning and planning 

(even approximate retrieval!)

• Multimodality

• Recursive self-improvement

• Multiagent systems

• More regulations

• GenAI will be at the core of big 
tech’s products and services

8/03/2025 48



Continuation of landscape shifting of AI
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2000s

Algorithm (Talk to 
computer)
• 2003: Sceptic

2010s

Data (Talk to model)
• 2013: Accelerationist

2020s

Prompt (Talk to AI)
• 2023: Safety/Ethicist

2030s

Manage (Co-live with 
AI)?
• 2033: Existentialist?
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Expansion: Capabilities

Image credits/References:
R. Bommasani et al., "On the opportunities and risks of foundation models", arxiv (2021) 
(ImageNet) O. Russakovsky et al., "Imagenet large scale visual recognition challenge", IJCV (2015)

(CLIP) A. Radford et al., "Learning transferable visual models from natural language supervision", ICML (2021)
D. Silver et al., "Mastering the game of Go with deep neural networks and tree search", Nature (2016)

Slide credit: Samuel Albanie, 2022



Expansion: Augmented LLMs, aka Agentic AI

• Reasoning in LLMs = decomposing a complex task into a 
sequence of smaller tasks so that LLMs can solve.

• E.g., Ask LLMs to follow examples (chain-of-thought), few-shot or in-
context.

• Tool = External module called by a special token or a rule. Its 
output is used by LLMs. (LLM is a glue language)

• Act = Calling a tool.

8/03/2025 51

Mialon, G., Dessì, R., Lomeli, M., Nalmpantis, C., Pasunuru, R., Raileanu, R., 
Rozière, B., Schick, T., Dwivedi-Yu, J., Celikyilmaz, A. and Grave, E., 2023. 
Augmented Language Models: a Survey. arXiv preprint arXiv:2302.07842.



Expansion: Going social

Image credit: VectorStock | Wikimedia

System 1: 
Intuitive

System 1: 
Intuitive

System 1: 
Intuitive

• Fast
• Implicit/automatic
• Pattern recognition
• Multiple

System 2: 
Analytical

• Slow
• Deliberate/rational
• Careful analysis
• Single, sequential

Single

Perception

Theory of mind
Recursive reasoning

Facts
Semantics
Events and relations
Working space

Memory
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Fully autonomous recursive self improvement



Credit: McLennan
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In AI, everyone 
fears of missing 
out



The global race is on

Source: Stanford Institute HAI, AI Index 2024



The rise of China





It takes time and $$$$ 

Source: FS Ndzomga



Modern AI is costly! The case of ChatGPT

• ~10K GPU, ~285K CPU
• Data collection: 500G tokens, may take a year or more.

• An average person may need 18K years to read all these tokens.

• Training time: 3-12 months
• API (as of 1/3/2023): $1 ~ 350K tokens.
• Every day, ChatGPT costs the company @ 10M users * 4c = 

$400,000.
• Every month, ChatGPT costs OpenAI $12M

8/03/2025 61Credit: Alan D. Thompson



What is in the store for VN?

Remember, no one is waiting!

There is a fear of missing out everywhere.



It is best determined by 
Vietnamese people living in 
VN.

8/03/2025 63

But some thinking 
frameworks can be useful.



How to position yourself in a fast ball game
8/03/2025 64

“[…] the dynamics of the game will evolve. In the long run, the right way of playing 
football is to position yourself intelligently and to wait for the ball to come to you” (Neil 
Lawrence, 7/2015)



Thinking framework

• What can AI offer now and in the future?

•  Living in the future mindset

• Having an AI mindset

• Have a mission of making impact using AI

• Position ourselves in the global ecosystem & global/local value 
chain

• Have an experimentation and fail-fast mindset

8/03/2025 65



AI’s technical success formula
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DATA KNOWLEDGE COMPUTE SCALABLE 
ALGORITHMS

TALENT



Questions to ask

• What processes can we automate?

• What if we have a powerful agent 
that can do X?

• What are new values to be created?

• What are the opportunities to 
transform?

• How can we change ourselves 
internally?

8/03/2025 67Inspired by: https://www.ericsson.com/en/blog/2019/6/ai-in-telecom
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A1

A2

A3

A4

C1

C2

C3

Action Areas AI Capabilities

Implementers: What/how can I do?



2018: Vietnam
• “This plan should have been 

written by AI”

• “Any nation must prepare for AI 
invasion as it will create social 
instability if not properly 
managed”. 

• “Major Internet tech players will 
lead the innovation”.
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Predictions: 2018-
2028
• Major Internet tech players will lead the innovation, followed by 

full-scale business automation.

• The US will still lead methodological development.

• China will lead implementation. Aimed to surpass USA by 
2030.

• VN will “feel” the AI generated heat from China.
• Chipsets, consumer products & services
• AI-enabled administration.

• The EU lacks behind – complex structure & obsessed with 
regulation.

• Largest tech companies  AI-first companies.

• Armed race in Defense technologies.

8/03/2025 70



Reality: 
2018-2025

8/03/2025 71

• Coordinated effort  Vaccines
• Work from home
• Economy aftershocks

COVID-19 pandemic 

Russia-Ukraine War

Shifting in world’s power: BRICS

• Tipping point: ChatGPT 12/2022.

Generative - Agentic AI, 2021-2025



Reality: 
Concentration 
of power

2018

“AI might cause wealth 
concentration into the few 

who own the best 
technology.”

2023

Kissinger: The concentration 
of power and control in the 
hands of those who govern 

AI will be a significant 
concern.
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Sometimes, it needs to be a bit ambitious and romantic







Talent investment

• AI engineering requires new, rare talent.
• How many of current Vietnamese IT engineers will be AI engineers?

• Look for global recruitment and work from distance? Like those in China, 
India, Singapore, even the US?

• What is average revenue generated by an AI engineer per year? 
(Hint: Google engineer created ~ $1.2M/year).

• Do we expect the products/services to be offered globally?

• What salary will you be willing to pay? (Hint: It can be as high as 
$60K/year in VN, $300K/year in the US).
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AI for Covid-19 forecast, 2021, HCM City
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Current activities in 
VN
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Leverage AI for businessesLeverage AI for businesses

Fine-tuning existing modelsFine-tuning existing models

Experiment with new VN-specific 
tasks
Experiment with new VN-specific 
tasks

Build our own LLMs/LRMs trained on 
Vietnamese
Build our own LLMs/LRMs trained on 
Vietnamese

Big investments (gov, NVIDIA, Google, 
VinGroup, FPT, Viettel, VNPT, etc.)
Big investments (gov, NVIDIA, Google, 
VinGroup, FPT, Viettel, VNPT, etc.)

The AI training industry is booming.The AI training industry is booming.

Photo source: Vietnam Visa Easy
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