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We can only see a

short distance ahead, but
we can see plenty there
that needs to be done.”

- Alan Turing

https:/ /twitter.com /nvidia/status/101054551740583526 4



(Real) Turing
machine

It is possible to invent a single

machine which can be used to

compute any computable sequence. If
this machine U is supplied with the tape
on the beginning of which is written the
string of quintuples separated by
semicolons of some computing
machine M, then U will compute the
same sequence as M.

Wikipedia

30/08/2018 3



30/08/2018



Agenda

Brief review of deep learning

Neural Turing machine (NTM)

Dual-controlling for read and write (PAKDD’18)
Dual-view in sequences (KDD’18)

Bringing variability in output sequences (NIPS’18 ?)

Bringing relational structures into memory (IJCAI'17 WS+)
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Deep mfnih'fa'{ﬂ'é'r"“
learning in a i
nutshell
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Let’s review current offerings

Feedforward nets (FFN)

Recurrent nets (RNN)

Convolutional nets (CNN)
Message-passing graph nets (MPGNN)
Universal transformer

Work surprisingly well on LOTS of important
problems

Enter the age of differentiable programming
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BUTS ...

No storage of intermediate results.

Little choices over what to compute and what
to use

Little support for complex chained reasoning

Little support for rapid switching of tasks



Searching for better priors

Translation invariance in CNN

. A
Recurrence in RNN
o - \‘.
Permutation invariance in attentions and graph ) ‘ TR }
\ ecurrent net - > memory
neural networks o A \
Memory for complex computation

'\
(LeCun, 2015)
- Memory-augmented neural networks

(MANN)



What is missing? A memory

Use multiple pieces of information
Store intermediate results (RAM like)
Episodic recall of previous tasks (Tape like)

Encode/compress & generate/decompress
long sequences

Learn/store programs (e.g., fast weights)
Store and query external knowledge

Spatial memory for navigation
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Rare but important events (e.g., snake
bite)

Needed for complex control

Short-cuts for ease of gradient
propagation = constant path length

Division of labour: program, execution
and storage

Working-memory is an indicator of IQ in
human



FileWriter writer = new FileWriter(file ):
writer.write(**This is an example’ 7);

int count = 0;

System.out. prinltln (**Long gap’ );

;;;;;;

writer. close (

writer . flush ();

t=2
writer = new FileWriter
h1 h2 h3 h4
t . t . 1 t
LSTM » LSTM » LSTM —» LSTM (— ...
W W W3 Wy
FileWriter writer = new

G
;
;g r T

Example: Code language model

Still needs a better memory for:

Repetitiveness
E.g. for (inti=0;i<n;i++)

Localness
E.g. for (int size may appear more often
that for (int i in some source files.

Very long sequence (big file, or char level)

() ; <eos>
N-2 N1 by
T £t
—» LSTM » LSTM |—» LSTM
- f 1
Wiz W1 Wi
close ()




Example: Electronic

m Ed ica I reCO rd S Abstraction

visits /admissions prediction point '

_ ! Source: medicalbillingcodings.org
VS 2SS S
| A A . Modelling
RN . fime gap ‘ ) Three interwoven processes:
e K < : e | "N :
' I 1 | < > M o Disease progression
i = i | | i i i 3 .
Y e Y | o Interventions & care processes
L U L L - :
-------- Recording rules

Need memory to handle thousands of events
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¥ Untitled Document x|

¥ pradal.it.deakin.edu.auw:30 ®

C | [} pradal.itdeakin.edu.au:3000/view/StrokeMap,/000005

Project name

UR 000005
DOB  1936-01-01
Gender Female
Occupation home duties

Marital Status

Predictive Factors

Disease

Admission
pastProcMNo
Procedure

Emergency

Context

Comorbidity

pastRareProcMo

Married
Risk 0.88 (2011/09/01)

All Factors

Other cataract

Strep & staph cause dis class oth chptr
Diverticular disease of intestine

Oth symptoms signs inv cogn fn awareness
Chronic kidney disease

Unspecified urinary incontinence
Essential (primary) hypertension

Other disorders of urinary system

Type 2 diabetes mellitus

Heart failure

Abnormalities of gait and mobility
Pneumonia organism unspecified

Oth sym signs inv nervous & M/S systems
IMalaise and fatigue

Disrd lipoprotein metab & oth lipidaemia
Atrial fibrillation and flutter

Generalised allied health interventions
Conduction anaesthesia
Cerebral anaesthesia

Place of occurrence

Personal history of medical treatment
hy pertension-uncomplicated
diabetes-complicated
cardiac-arrhythmias

Home

Page1

Page2

History
1995 1996 1997

L

1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011

LR R

1985 1998 1997

19939 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011

Events

1995/05/24
59010
D3842
5929

4011

4140

8773

Emergency Admission (9.8 days)

acute pyelonephritis

septicemia due to other gramnegative or
urinary calculus unspecified

benign essential hypertension

coronary atherosclerosis

intravenous pyelogram

EMR visualisation

A prototype system developed iHops (our spin-off)



Conjecture: Healthcare is Turing computational
Healthcare processes as executable /\‘
computer program obeying hidden @
“srammars” \

The “grammars” are learnable through

observational data
30/08/2018 13

With “generative grammars”, entire health
trajectory can be simulated.




Other possible applications of memory

Video captioning Graph as sequence of edges
QA, VQA Event sequences
Machine translation Graph traversal

Machine reading (stories, books, DNA) Algorithm learning (e.g., sort)
Business process continuation Dialog systems (e.g., chat bots)

Software execution Reinforcement learning agents

Code generation
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Neural Turing machine (NTM)

0000000000



RNN: theoretically powerful,
practically limited

Sentence classification Sequence labelling

Classification
\ |moge7p’rioning / Neural machine translation

one to one one to many many to one many to many many to many
IQ Tttt 1 ot 11t
t t ottt tt ot 1ttt

Source: http:/ /karpathy.github.io /assets /rnn /diags.jpeg
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Neural Turing machine (NTM)

A controller that takes
input/output and talks to an
external memory module.

Memory has read/write
operations.

The main issue is where to write,
and how to update the memory
state.

All operations are differentiable.

External Input External Output

NS

Controller

SN

Read Heads Write Heads

| l

Memory

https://rylanschaeffer.github.io/content /research /neural_turing_machine /main.html



M) (input] ("t

| l
NTM operations [

@éééé

10, [ Addressing |

External Input External Output
727 N

Read Heads Write Heads

Controller
T | \-( Writing ) (JReadlng )

https://rylanschaeffer.github.io

https:/ /medium.com/@aidangomez /the-neural-turing-machine-79f6e806c0a 1
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Controller
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Read heads

a4 o, i
Tt—1 Tt Lt+1

yy ' ry Write heads

I

NTM unrolled in time with LSTM as controller

30/08/2018 #Ref: https://medium.com/snips-ai/ntm-lasagne-a-library-for-neural-turing-machines-in-lasagne-2cdce6837315



Differentiable neural computer (DNC)

2014 2016

lllustration of the DNC architecture

Controller Heads Memory Links Usage

External Input External Output

_____________________________ \ / Output Write '

Controller

// \ ' Read 4

Read Heads Write Heads :

T l ' ' Read _

Memory 5
https:/ /rylanschaeffer.github.io

Source: deepmind.com

H#REF: Graves, Alex, et al. "Hybrid computing using a neural network with dynamic external

memory.” Nature 538.7626 (2016): 471-476.
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Dual-controlling for read and write

Hung Le, Truyen Tran & Svetha Venkatesh
PAKDD’18

30/08/2018

21



MANN with dual control (DC-MANN)

Two controllers, for input & output

The encoder reads the input sequence
is encoded into memory

LSTMe

(Encoder)

The decoder reads the memory and
produces a sequence of output symbols

LSTM
> (Decod E[:}

During decoding, the memory is write-
protected (DCw-MANN)

#REF: Hung Le, Truyen Tran, and Svetha Venkatesh. “Dual Control Memory
30/08/2018 Augmented Neural Networks for Treatment Recommendations”, PAKDD18. 7



DC-MANN

Yt—1 Ut Yt+1 @

he1 he | b1 hi—1 hy i1 Controller
TP Read heads
—_ Tt-1 — T > Tt+1 — T — Tt > Ti41
Tt—1 T LTt4+1 Ti—1 Tt T |
\ ) f - Write heads
Tt Ty Tty1 Ti—1 Ti41

:Et“
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#Ref: https://medium.com/snips-ai/ntm-lasagne-a-library-for-neural-turing-machines-in-lasagne-2cdce6837315



Result: Odd-Even Sequence Prediction

* Input: a sequence of random odd numbers = output:

a sequence of even numbers
Without memory,

*Output: LSTMs fail the task
2 n<|3)
yﬂ. = 4.0 -
- Write-
Model NLD 3™ NN protected
Seq2Seq 0.679 N helps
Seq2Seq with attention 0.637 S .
DNC 0.967 N ___ EEE{_::;TWMM RIS
DNC (write-protected) 0.250 T oo et e ——
D C_M ANN 0 i 1 6 1 0 500 1000 1500 2000 2500 3000 3500 4000

Step

DCw-MANN 0.082
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Treatment recommendation

Admission 1 Admission N-1 Admission N (current)

e ff no s oo | ool zes Je Bl Kl 3

Predict output sequence:
Treatments for current admission

25



Result: Medicine prescription

MEDICINE PRESCRIPTION

Dcw-MANN | | bk’ 598
ONC | i 0 577
Seq2Seq+attention m 0.224
seq2seq  [miebaitom 022
Random Forest - | oo 0,491
Logistic Regression | ot 0,412

0.1 0.2 0.3 0.4 0.5 0.6

M Jaccard M Precision

26



Compared to DNC

&4 g -
X —— DCw-MAKN \ —— DCw-MANN
\ DNC \ DNC
i
o 1
! \ r{ |
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Fig. 5. Training Loss of Drug Prescription  Fig. 6. Testing Loss of Drug Prescription
Task Task

27



Dual-view sequential problems

Hung Le, Truyen Tran & Svetha Venkatesh
KDD’18

30/08/2018
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Synchronous two-view sequential
learning




Asynchronous two-view sequential
| lea rning Healthcare: medicine prescription

J Diagnoses Medicines
$ \ / = oo 1 fl.r""'
| . i I &

\_Nk — \ &4
‘ ¥

-

DOCU100L ACET325

Procedures




| Asynchronous two-view sequential
lea rning Healthcare: disease progression

. fi«é/?t/
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Previous diagnoses Future diagnoses 222

D916 ] 1510 - sceaas  vocuron
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Intra-view & inter-view
Interactions




#Ref: Le, Hung, Truyen Tran, and Svetha Venkatesh. "Dual Memory Neural Computer for
Asynchronous Two-view Sequential Learning." KDD18.

Dual architecture

Long-term
- Wi dependencies
output
LSTM¢
(Decoder)

Intra-interaction

Inter-interaction

LSTM"
(Encoder)

Dual Memory Neural Computer (DMNC). There are two encoders and one decoder implemented as LSTMSs.
The dash arrows represent cross-memory accessing in early-fusion mode



Simple sum, but distant, asynchronous

{yi =2} + 210},

Cross entropy

= DMNC (early-fusion)
~ -~ DMNC (late-fusion)

------ DNC Accura Cy

—-== Dual-LSTM

DMNC Oiflhers
~ 99% <55%

0 2000 4000 6000 8000
Step

Learning curve



Medicine prescription performance
(data: MIMIC-I11)

ELSTM mDNC mWLAS mDMNC
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49

44

67.6

P@]1 Dieabies

Disease progression performance

61.3 60.8

P@?2 Dieabies

(data: MIMIC-I1I)

P@3 Dieabies

EDMNC mWILAS

53.6

P@1 Mental

B DeepCare
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Bringing variability in output sequences

Hung Le, Truyen Tran & Svetha Venkatesh
Submitted to NIPS’18

30/08/2018
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Motivation: Dialog system

A dialog system needs to maintain the history of chat (e.g., could be
hours)

= 2> Memory is needed

The generation of response needs to be flexible, adapting to variation
of moods, styles

* Current techniques are mostly based on LSTM, leading to “stiff” default responses
(e.g., “l see”).

There are many ways to express the same thought

= = Variational generative methods are needed.

30/08/2018
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Variational Auto-Encoder (VAE)

(Kingma & Welling, 2014)

Two separate processes: generative (hidden = visible) versus
recognition (visible = hidden)

mean vector
. sampled
Gaussian latent vector
hidden
a variables P N
/ Encoder — Decoder
R . ! Network Network
ecognls'mg Generative N e d
conv econv
het \ net ( ) ( )
\
\
N Vv
‘ Data standard deviation
vector

http:/ /kvfrans.com /variational-autoencoders-explained /



Variational memory encoder-
decoder (VMED)

generated context generated context

latent variables

latent variables

memaory
Conditional Variational Auto-Encoder VMED

30/08/2018 40



LSTME

(Context
Encoder)

30/08/2018

4 )

LSTMP

(Utterance
Decoder)

. J

+ . concat operator

Z : sum operator

. The posterior

The pior
Context Encoder

. Utterance Encoder

Utterance Decoder
—.—. Only in training
....... » Only in testing

—» Both in training
and testing




Sample response

[nput context Response

Reddit comment: Seq2Seq: The scene in
What is your favorite Seq2Seq-att: The final
scene in film history 7 DNC: The scene in

Mine is the restaurant CVAE: Inception god! Not by a shark /*/ Amour great /*/ Pro thing you know 3
scene in the Godfather. | dead

VMED (K=3): The opening scene from history movie /*/ The scene in a shot
nights! Robin movie /*/ The psycho scene in fight from

Reddit comment: Seq2Seq: Colin
Seq2Seqg-att: Liam Neeson

DNC: Tom Gyllenhaal

CVAE: Daryl and Aaron /*/ Carefully count Alfred Deniro /*/ Ponyo Joker posible
VMED (K=3): Edward or Leo Dicaprio goes on /*/ Dicaprio will /*/ Dicaprio Tom

has actually in jack on road

What actor will win an
Oscar in the next 10

years 7

30/08/2018 )



Sample response (2)

LJ user: Your very
pretty and your is very
cute. May i add va to

my friends list 7

Seq2Seq: I! Add and too you back

Seq2Seq-att: [ did may! Away back

DNC: Sure you added

CVAE: Sure ! I can add you /*/ Thank cool of surely /*/ Thank hi of sure!
VMED (K=3): Thank cool for sure /*/ Add definitely! Sure surely friends /*/
Thank girl go ahead

Cornell movies:
Nobody can murder
someone with their
feelings . I mean that is

crazy 7

Seq2Seq: Yes you are

Seq2Seq-att: Heally not is it

DNC: Managing the truth

CWVAE: Sure not to be in here /*/ Oh yes but i know! /*/ That to doing with here and
VMED (K=4): You are right! /*/ That is crazy /*/ You can’t know Jimmy

OpenSubtitle: I'm
obliged for your
hospitality. I appreciate
it and your husband

too.

Seq2Seq: That is have got coming about these

Seq2Seqg-att: May yvou not what nothing nobody

DNC: Yes i am taking this

CVAE: No . that for good! And okay /*/ All in the of two thing /*/ Sure. Is this!
VMED (K=3): I know. I can afford /*/ I know nothing to store for you pass /*/ I

know. Doing anymore you father

30/08/2018
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Bringing relational structures into memory

Trang Pham, Truyen Tran & Svetha Venkatesh
[JCAI'17 WS+

30/08/2018
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NTM as matrix machine

Recurrent dynamics

Controller and memory

operations can be Ht — O'(U;Xtvm 4 U}-{Ht—lvh 4 B)

conceptualized as matrix

operations

* Controller is a vector " " " "
changing over time
" Memory is a matrix ﬁ ﬁ
changing over time @@@ rl: @@@ rl; @@@ 4‘> @@@
#REF: Kien Do, Truyen Tran,
Svetha Venkatesh, “Learning
Deep Matrix Representations”, "' ' ' ' '
arXiv preprint arXiv:1703.01454 ' ' '
45
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ldea: Relational memory

Independent memory slots not suitable for relational reasoning

Human working memory sub-processes seem inter-dependent

. Relational structure
Transformation

\ .
Ht — O'(U;Xtvg; -+ U}I[;It_l‘/h + B)

\ Old memory _ \ .
New information Time-aware bias

New memory proposal

30/08/2018 46



Relational Dynamic Memory Network
(DMNN)

Quer Output
m y_{ Controller ]—> P

Output :

uer

Q L.[ Controller ]_, Read [ \erte
Read ’ \Write @

Memory

Memory

A A n
I | .
I
\
I 1 \
I I ‘\
1 |
I
I

Graph

NTM Relational Dynamic Memory Network
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RDMN unrolled

r Output process

Memory process
Controller process

Input process —— |
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Drug-disease
response

Molecule = Bioactivity

F1-Score

80 -

mm RDMN-Sep

- HEm RDMN-Joint

( e«a\ \; e.a":')\

L AS 5 AD D (]
‘3\6 ,0§666 e, (O \\}0g 0(0 (\GN
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Model MicroF1  MacroF1 Average AUC
SVM 66.4 67.9 85.1
RF 65.6 66.4 84.7
GB 65.8 66.9 83.7
NeuralFP [19] 68.2 67.6 85.9
_MT-NN [51] 75.5 78.6 90.4
RDMN 77.8 80.3 92.1 |
1.0 ! L
L == RDMN train
\ — RDMN validatio.n
— ‘\\ — Egmizgs LF:IIi::]iation
g 0.6 - N
5




Chemical reaction Molecules - Reaction

CCI900 CCIR00

AUC  Fl-score AUC Fl-score
Random Forests 94.3 86.4 08.2 94.1
Highway Networks 04.7 88.4 98.5 94.7
DeepCCI [38] 96.5 92.2 99.1 97.3
RDMN 96.6 092.6 99.1 07.4
RDMN-+multiAtt 7.3 93.4 99.1 97.8
RDMN+FP 7.8 93.3 99.4 98.0
RDMN+multiAtt+FP 98.0 94.1 99.5 08.1
RDMN+SMILES 08.1 94.3 99.7 97.8
RDMN-+multiAtt+SMILES  98.1 94.6 99.8 08.3

30/08/2018
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Team @ Deakin (A212)

Thanks to many people who have created beautiful graphics & open-source programming frameworks.
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